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Future research directions

Prompt engineering has emerged as a transformative strategy for optimizing
Large Language Models (LLMs), offering a cost-effective alternative to full model
fine-tuning. In a recent bibliometric review, Fatawi et al. (2024) analyzed 437
Scopus-indexed publications from January 2022 to February 2024, using
VOSviewer to identify key clusters —including
architectures, deep and few-shot

documenting a fivefold increase in related publications over the review period.

thematic transformer

learning innovations, learning —and
Building on their macro-level mapping, this commentary extends the discussion
by articulating the strategic and democratizing potential of prompt engineering
while addressing critical gaps in methodology and ethical oversight. We critique
the review’s reliance on a single English-language database, its exclusion of
preprints and non-English sources, and its omission of qualitative insights into
user practices and impacts. In
recommendations to guide future research: diversify data sources for bibliometric
analysis, implement rigorous prompt audit frameworks, conduct longitudinal
A/B testing in real-world environments, and adopt mixed-methods approaches to

system response, we offer concrete

capture human-centered dynamics. We also explore emerging synergies —such as
quantum-enhanced NLP and neuro-linguistic prompt design—as promising
frontiers for advancing prompt optimization. By addressing these gaps, this
commentary aims to ensure that prompt engineering evolves not only as a
technical solution but as a responsible and inclusive foundation for next-
generation Al development.
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INTRODUCTION

The past few years have witnessed an unprecedented surge in the capabilities of Large
Language Models (LLMs), catalyzed by advancements in transformer architectures and large-
scale pre-training. As organizations increasingly deploy LLMs in domains ranging from
automated customer service to biomedical literature synthesis, a central challenge has
emerged: how to reliably generate high-quality outputs without incurring the substantial
computational costs, time, and domain-specific data required for full model fine-tuning.
Prompt engineering — the practice of crafting input queries to elicit desired model behaviors —
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has thus emerged as a promising, low-resource alternative to fine-tuning. Its appeal lies in its
accessibility and adaptability, allowing non-specialist users to leverage powerful language
models across diverse applications.

In their article “Empowering Language Models Through Advanced Prompt
Engineering: A Comprehensive Bibliometric Review,” Fatawi et al. (2024) provide a valuable
macro-level mapping of the field. Analyzing 437 Scopus-indexed publications from January
2022 to February 2024 using VOSviewer, they identify major thematic clusters —such as deep
learning innovations, transformer architectures, and few-shot learning—and trace the
exponential growth of research activity in prompt engineering. Their work successfully
highlights institutional collaborations and topical trends, offering a panoramic view of the
domain’s rapid evolution.

However, Fatawi et al.’s analysis does not interrogate the methodological blind spots or
socio-ethical ramifications associated with the proliferation of prompt engineering.
Specifically, the review does not address key concerns such as the variability of prompt
efficacy, issues of reproducibility, and the contextual fragility of prompt-based outputs in real-
world applications. For example, recent studies in healthcare contexts reveal considerable
uncertainty in the reliability of prompts. Gimeno et al. (2024) and Chen et al. (2024) both
underscore how prompt phrasing can significantly alter LLM outputs, introducing instability
in clinical decision-making simulations. Similarly, Skryd and Lawrence (2024) caution that
limited user expertise in prompt design can exacerbate biases or reduce output validity,
particularly in sensitive domains. These limitations call into question the assumption that
prompt engineering is universally reliable or sufficient for high-stakes tasks.

Moreover, comparative studies reveal nuanced trade-offs between prompt engineering
and traditional fine-tuning approaches. While prompt-based techniques have been shown to
provide competitive results in low-resource settings or for rapid prototyping (Maharjan et al.,
2024; Hauna et al.,, 2025), other investigations demonstrate that fine-tuning continues to
outperform prompting in more complex tasks such as medical imaging analysis and multi-
class classification (Botunac et al., 2024; Kim et al., 2025). These mixed results highlight the
contextual nature of effectiveness and the necessity of method selection tailored to domain
constraints and operational goals (Banda et al., 2025).

This commentary fills a critical void by extending the findings of Fatawi et al. (2024)
through a conceptual and normative lens. We interrogate the limitations of bibliometric
methodology, which, despite offering a bird’s-eye view, often fails to capture the qualitative
dimensions of prompt engineering practices, including human-computer interaction,
reproducibility barriers, and the lived experiences of practitioners. As highlighted by Lai et
al. (2020), Gurung et al. (2022), and Sacca et al. (2024), bibliometric analyses and Al research
more broadly continue to grapple with constraints such as database bias, methodological
heterogeneity, and the lack of standardized evaluation metrics—factors that undermine
generalizability and hinder evidence-based policy design.

Accordingly, this commentary advances the discourse on prompt engineering by (1)
elucidating its strategic and democratizing potential; (2) critically evaluating the
methodological foundations and epistemological limits of current bibliometric analyses; (3)
engaging with the ethical and governance challenges surrounding prompt deployment; and
(4) offering targeted, actionable recommendations to shape a more responsible and inclusive
research agenda. By situating prompt engineering within a broader socio-technical context,
we aim to provide a complementary perspective that bridges empirical insight with
conceptual depth.
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STRATEGIC VALUE OF PROMPT ENGINEERING

Prompt engineering has emerged as a strategically significant and cost-effective
approach for leveraging the capabilities of Large Language Models (LLMs), especially in
contexts where computational resources and training data are limited. By carefully crafting
inputs, practitioners can steer model outputs toward specific objectives, often achieving
comparable results to fine-tuned models in few-shot or zero-shot scenarios. Studies such as
those by Kim et al. (2023) and Saeed et al. (2023) demonstrate that prompt tuning can match
or even exceed the performance of traditional fine-tuning in tasks such as political perspective
detection, with minimal performance degradation and significantly lower resource demands.
Wu (2024) further reinforces this perspective, highlighting the parameter efficiency and
adaptability of prompt-based frameworks as compelling advantages over conventional model
retraining methods.

This democratization of advanced Al capabilities has particular significance for smaller
organizations—such as educational institutions, non-profits, and startups—that often lack
access to the infrastructure required for full-scale fine-tuning. For instance, Nyaaba and Zhai
(2024) emphasize that effective prompt design is crucial for educators aiming to leverage
generative Al tools, while Heston and Khun (2023) point to the role of prompt engineering in
mitigating biases in resource-constrained learning environments. Similarly, Liu et al. (2024)
demonstrate how mobile-edge platforms, when paired with optimized prompts, can deliver
scalable Al services without high overhead. These findings collectively underscore the role of
prompt engineering as a critical enabler of inclusive Al adoption, equipping underserved
sectors to integrate cutting-edge technologies with limited financial or technical investment
(Wang et al., 2024).
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Figure 1. Strategic value of prompt engineering

In addition to expanding accessibility, prompt engineering fosters rapid
experimentation and agile iteration. Unlike full fine-tuning cycles, which require substantial
retraining, practitioners can iteratively refine prompts in real-time to adapt to dynamic
requirements or new data formats. This agility accelerates innovation and supports domain-
specific customization, especially in fields such as healthcare, education, and public
administration. The growing emergence of collaborative ecosystems—such as PromptCraft
(Vemprala et al., 2024) and PromptSource—has further amplified this agility by enabling
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practitioners to share, evaluate, and reuse effective prompts. These platforms encourage
communal knowledge exchange and serve as living repositories of best practices, aligning
with broader open science principles. While related work by Huang et al. (2024), Leung (2024),
and Johnson-Eilola et al. (2024) emphasizes the value of structured instructional design and
collaborative learning environments, PromptCraft represents a concrete example of how
prompt sharing can enhance reproducibility and accelerate cross-disciplinary knowledge
transfer.

These developments reinforce the strategic value of prompt engineering as both a
technical methodology and a social practice when taken together. It empowers users with
limited resources to deploy Al systems effectively while enabling rapid innovation cycles
supported by community-driven prompt development. However, this potential must be
contextualized within specific domains, as performance outcomes may still vary based on task
complexity and user expertise. Therefore, prompt engineering should be seen not as a
panacea, but as a critical component within a broader toolkit of adaptive, efficient, and
inclusive Al deployment strategies.

METHODOLOGICAL STRENGTHS AND LIMITATIONS

The bibliometric methodology employed by Fatawi et al. (2024) —analyzing 437 Scopus-
indexed documents using VOSviewer —offers a valuable quantitative snapshot of scholarly
output in the rapidly expanding field of prompt engineering. The use of keyword co-
occurrence networks and collaboration mapping enables the identification of thematic
clusters, such as deep learning, few-shot learning, and transformer architectures, while also
visualizing institutional and geographic research hubs. These visualizations provide a helpful
macro-level overview of who is contributing to the field and what subtopics are gaining
traction.

However, the exclusive reliance on Scopus introduces several methodological
limitations that compromise both the comprehensiveness and generalizability of the findings.
A growing body of research points to biases inherent in using Scopus as a single-source
database. For instance, Kumar et al. (2023) and Tan et al. (2023) demonstrate that Scopus and
Web of Science (WoS) differ significantly in their citation coverage, indexing practices, and
journal selections —differences that can distort the perceived prominence of research trends.
Additionally, Adeosun (2024) notes that Scopus has a slower indexing pace compared to some
preprint repositories, resulting in the exclusion of emerging or rapidly disseminated research.
These concerns echo earlier critiques by Wilder and Walters (2021) and Sutar et al. (2024), who
advocate for multi-database strategies in bibliometric studies to avoid regional and
disciplinary omissions. In the context of prompt engineering, this bias may disproportionately
underrepresent contributions from non-English, open-access, or regionally focused research
outlets, thereby skewing interpretations of the field’s development.

Equally important is the limited epistemological scope of traditional bibliometric
analyses, which tend to excel at identifying “what” and “where” but often neglect the “how”
and “why.” While Fatawi et al. (2024) successfully map topical clusters, their review does not
unpack the methodological rigor, reproducibility, or practical deployment contexts of the
studies they identify. This gap is particularly consequential in areas such as prompt
engineering, where empirical performance can vary significantly based on task type, prompt
design, and user expertise. Integrating qualitative inquiry —such as content analysis, expert
interviews, or case studies—would help surface insights about prompt formulation strategies,
evaluation standards, and domain-specific implementation challenges.
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Indeed, the value of mixed-method bibliometric studies has been demonstrated across
diverse fields. For example, Su and Rungruang (2023) successfully combined bibliometric
mapping with qualitative thematic analysis to examine research on workplace conflict
outcomes, yielding richer interdisciplinary insights. Tardin et al. (2024) similarly blended
bibliometric data with qualitative evaluations to explore sustainability orientations in
organizational research, while Dana et al. (2023) applied a dual-method approach to map
research on women’s entrepreneurship in developing economies. These examples underscore
the potential of integrating qualitative dimensions to contextualize and critically assess
bibliometric findings —an approach notably absent in Fatawi et al.’s study.

In addition to expanding data sources and methods, the selection of bibliometric tools
also warrants careful consideration. While VOSviewer remains popular for its intuitive
interface and visually engaging network maps (An et al., 2024; Jiang et al., 2024), it lacks the
temporal analytical features of CiteSpace, which excels in identifying citation bursts and
tracking topic evolution over time (Wu et al., 2023; Que et al,, 2025; Wei et al.,, 2025).
Bibliometrix, an R-based package, offers advanced statistical and bibliographic capabilities,
including performance metrics and co-word analyses, which are especially useful for large,
dynamic fields like AI and NLP (Feng et al.,, 2023; Peng et al., 2025). A more nuanced
methodological design in bibliometric research—one that combines multiple tools and data
sources—would yield a deeper, more representative understanding of prompt engineering’s
landscape.
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Figure 2. Methodological strengths and limitations of a scopus-based bibliometric study

The methodological limitations of Fatawi et al’s (2024) approach constrain the
interpretability and scope of their conclusions, even though they provide a foundational
overview of research activity in prompt engineering. Future reviews should adopt a more
diversified, mixed-methods strategy—incorporating multi-source data aggregation,
complementary analytical tools, and qualitative inquiry (as recommended in Figure 2), to
produce more accurate and actionable insights into the development, diffusion, and ethical
implications of prompt-based optimization in LLMs.

ETHICAL IMPLICATIONS AND POLICY CONSIDERATIONS
As prompt engineering becomes increasingly integral to Large Language Model (LLM)
applications, it brings to the forefront a complex landscape of ethical and governance
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challenges. Central among these is the threat of prompt injection attacks, where adversaries
embed malicious instructions within user inputs to subvert intended model behavior—
potentially generating toxic, biased, or disallowed content. Recent research emphasizes the
importance of adopting black-box defense mechanisms capable of identifying and filtering
adversarial prompts without relying on internal model access (Takemoto, 2024).
Complementing this, adversarial training strategies have been shown to enhance model
robustness against manipulation by exposing models to varied attack vectors during training
(Yang et al., 2024). Furthermore, game-theoretic modeling approaches are gaining traction as
dynamic tools for anticipating and mitigating evolving attack strategies (Parras et al., 2022).

We propose the design of a "prompt-safe” audit framework that comprises three core
components to operationalize these defenses, namely, (1) risk assessment protocols to
evaluate prompts for vulnerability to injection; (2) automated red-teaming systems that
simulate adversarial prompt behavior during testing phases; and (3) deployment-level
safeguards, including blacklists and real-time input filtering mechanisms. Such a framework
would serve a similar role to security audits in software engineering, ensuring that prompts
meet safety, transparency, and integrity standards before public deployment.

Beyond security, ethical risks also stem from the high sensitivity of LLM outputs to
prompt phrasing, which can result in unintentional misinformation dissemination. Research
indicates that prompt design significantly shapes user interpretation and acceptance of
content. For example, Samayoa and Albarracin (2025) demonstrate that bypass-style prompts
can trigger corrective belief formation, while Martel et al. (2024) find that accuracy-framed
prompts reduce susceptibility to partisan misinformation. Similarly, Wang and Jacobson
(2022) highlight that prompt corrections may reduce misbeliefs, although not eliminate them
entirely, and Roozenbeek et al. (2022) report the effectiveness of “accuracy nudges” in
encouraging factual content sharing on social platforms. These studies underscore that
prompts are not neutral artifacts —they are rhetorical devices capable of shaping beliefs and
behaviors. Therefore, automated fact-verification tools, such as those used in systems like
TruthfulQA, should be integrated into prompt deployment pipelines, particularly in high-
stakes domains such as healthcare, law, and public policy.

Data privacy also emerges as a pressing concern. Prompt engineering workflows
frequently involve interactive sessions that collect or process user-generated content, which
may inadvertently include personal or sensitive information. As such, clear data governance
protocols—including anonymization procedures, informed consent policies, and traceable
audit trails—must be instituted. These measures are vital not only for regulatory compliance
but also for fostering user trust in Al-driven systems.

To frame these considerations within a broader ethical context, guidance can be drawn
from established AI ethics frameworks. The European Union’s Ethics Guidelines for
Trustworthy Al (as discussed in Mwogosi, 2025) articulate core principles—such as
transparency, accountability, and human agency —that are especially relevant for prompt
engineering. Recent work by Park (2025) and Fan (2024) emphasizes the value of human-
centric approaches to Al governance, ensuring that prompt strategies align with social values
rather than merely optimizing computational output. Moreover, scholars such as Saraiva
(2024) and Odero et al. (2024) argue for culturally inclusive frameworks that reflect diverse
moral perspectives, recognizing that ethical standards should be sensitive to geographic and
philosophical plurality.

Lastly, ensuring inclusive evaluation across languages, dialects, and cultural contexts is
essential to avoid reinforcing systemic biases. Without multilingual robustness checks,
prompt strategies risk amplifying inequality in access to reliable Al outputs—particularly for
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communities in the Global South or speakers of low-resource languages. Ensuring linguistic
fairness should thus be a design imperative, not an afterthought.
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Figure 3. Ethical implications and policy considerations in prompt engineering

The ethical and governance structures that underpin prompt engineering must evolve
as the practice of prompt engineering evolves (Figure 3). Integrating technical safeguards,
rhetorical awareness, and normative frameworks is not only advisable—it is imperative to
ensure that prompt-based systems remain secure, fair, and aligned with human values.

RECOMMENDATIONS FOR FUTURE RESEARCH

To advance the field of prompt engineering beyond its current scope, future research
must first address the data source limitations identified in existing bibliometric analyses. As
highlighted in this commentary, Fatawi et al. (2024) rely solely on Scopus-indexed
publications, which may lead to underrepresentation of emerging or non-English scholarship.
Scholars should expand their literature mapping efforts by incorporating additional databases
such as Web of Science, arXiv, and region-specific repositories. Doing so would enhance the
representativeness and diversity of bibliometric insights and surface trends that are currently
overlooked due to linguistic or indexing biases.

Equally critical is the establishment of robust prompt auditing standards. Prompt
engineering should adopt practices analogous to software security reviews by systematically
assessing prompts for risks related to injection attacks, embedded biases, privacy breaches,
and domain misalignment. As discussed in recent work on prompt injection defenses, such
audits could draw from black-box testing, adversarial training, and game-theoretic modeling
frameworks (Yang et al., 2024; Parras et al., 2022). The creation of standardized “prompt-safe”
checklists or validation protocols would improve the transparency and trustworthiness of
prompt-based systems before public deployment.

A key gap identified in both the bibliometric review and broader literature is the absence
of longitudinal, real-world validation of prompt strategies. Existing studies have

International Journal of Essential Competencies in Education, June 2025 Vol. 4, No. 1



Verawati & Yaqin Charting the Future of Prompt Engineering .........

demonstrated the importance of contextually adaptive prompts in enhancing user
engagement across diverse applications, including dietary adherence and mental health
assessments (Lee et al., 2024; Wang et al., 2025). Metrics such as the Overall Prompting
Effectiveness (OPE) framework (Wilbers et al., 2023) and iterative refinement techniques
(Velasquez et al., 2023) highlight how prompt quality must evolve with system use.
Accordingly, long-term A/B testing in operational environments —e.g., conversational agents,
clinical decision tools, or education platforms—should be prioritized to assess prompt
consistency, user satisfaction, and downstream behavioral impacts (Patil et al., 2024; Stephan
et al., 2024).

In parallel, future research should prioritize mixed-methods approaches that integrate
bibliometric mapping with ethnographic, behavioral, or interview-based studies. While
bibliometrics map conceptual landscapes, qualitative methods offer insight into how
practitioners engage with prompts, what challenges they face, and how social and
institutional factors shape prompt outcomes. For instance, Martovytskyi et al. (2022) and
Johnson et al. (2023) illustrate how ethnographic methods uncover latent usability and trust
dynamics that purely quantitative methods may overlook. Peponakis et al. (2023) further
demonstrate how computational-ethnographic hybrid models can yield actionable insights in
applied contexts. Embedding such user-centered methods within prompt research would
help contextualize performance metrics within lived interactional realities.

Lastly, while some speculative proposals in current literature lack empirical grounding,
the emerging synergy between NLP and quantum computing merits early-stage exploration.
Research in Quantum Natural Language Processing (QNLP) has shown promising
developments in tasks such as sentiment analysis and semantic representation (Ruskanda et
al,, 2023; Yan et al., 2022). Studies by Zhou et al. (2022) and Lorenz et al. (2023) demonstrate
that Noisy Intermediate-Scale Quantum (NISQ) systems can already perform meaningful
NLP operations, while Bausch et al. (2021) and Yu et al. (2024) propose hybrid architectures
that combine classical and quantum resources for increased modeling capacity. Although still
nascent, these developments justify a measured but forward-looking research agenda into
quantum-enhanced prompt optimization.

A rigorous and forward-looking research agenda for prompt engineering should
prioritize the following directions: (1) broaden bibliometric data sources beyond Scopus to
incorporate multilingual publications and preprint repositories, thereby capturing a more
representative global research landscape; (2) develop standardized prompt auditing
frameworks to evaluate bias, safety vulnerabilities, and transparency before deployment; (3)
implement longitudinal validation strategies —such as Overall Prompting Effectiveness (OPE)
assessments and A/B testing—in real-world settings to examine performance over time; (4)
adopt mixed-methods approaches that integrate qualitative insights into user experience and
contextual deployment; and (5) investigate the potential of emerging technologies, such as
quantum computing, to support the next generation of prompt design and optimization. By
advancing along these trajectories, the field can transition from descriptive bibliometric
mapping toward empirically grounded, context-sensitive, and ethically rigorous
methodologies that support the sustainable and responsible evolution of prompt-based Al
systems.

CONCLUSION

Prompt engineering marks a fundamental shift in how we operationalize the capabilities
of Large Language Models (LLMs)—transforming them from static, resource-intensive
architectures into flexible, adaptable systems guided by nuanced user inputs. While the
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bibliometric review conducted by Fatawi et al. (2024) offers a valuable macroscopic overview
of publication patterns, thematic trends, and collaborative networks, it stops short of
addressing the methodological, ethical, and practical complexities underpinning this rapidly
evolving field. This commentary extends their contribution by critically interrogating the
epistemological blind spots of single-source bibliometric analysis, underscoring the
importance of mixed-methods research, and proposing concrete strategies for developing
secure, equitable, and context-sensitive prompt engineering practices.

Specifically, we have argued for broadening bibliometric inputs beyond Scopus to
capture underrepresented perspectives, for integrating qualitative methodologies to better
understand the lived realities of prompt deployment, and for instituting prompt audit
standards modeled after rigorous software assurance practices. These recommendations are
not merely procedural but foundational to ensuring that prompt engineering matures into a
methodologically sound and socially responsible discipline.

Looking forward, the sustainable impact of prompt engineering will depend on the
field’s commitment to balancing innovation with critical reflection. Longitudinal validation
studies, human-centered ethnographic research, and empirically grounded exploration of
emerging technologies—such as quantum-enhanced NLP—will be essential to shaping a
future in which prompt-based systems are not only performant but also accountable,
inclusive, and adaptable. In doing so, the community can build on the structural map
provided by bibliometric reviews and forge a richer, more reflexive understanding of prompt
engineering’s transformative potential in AI development.

LIMITATION

Fatawi et al.’s reliance on a single English-language database (Scopus) and exclusion of
preprints or non-English sources risks underrepresenting emerging and regional work, while
their purely bibliometric approach overlooks the practical “how” and “why” of prompt
design. This focus obscures reproducibility challenges, variability in prompt efficacy, and
domain-specific fragility, because it ignores qualitative insights into user practices, evaluation
standards, and real-world deployment contexts.

RECOMMENDATION

Future research should draw on multiple data sources (for example, Web of Science,
arXiv, and regional repositories) and employ mixed-method frameworks that combine
bibliometric mapping with case studies, interviews, or ethnographic analysis. Scholars ought
to develop standardized prompt-audit protocols—covering injection risks, bias checks, and
privacy safeguards—and run longitudinal A/B tests in operational environments to track
prompt performance over time. Finally, exploring emerging frontiers such as quantum-
enhanced NLP could open new paths for optimizing prompts in resource-constrained and
complex applications.
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